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Abstract

The classical Cooley-Tukey fast Fourier transform (FFT) algorithm has the computational cost of $O(N \log_2 N)$ where $N$ is the length of the discrete signal. Spectrum resolution is improved through padding zeros at the tail of the discrete signal. If $(p-1)N$ zeros are padded (where $p$ is an integer) at the tail of the data sequence, the computational cost through FFT becomes $O(pN \log_2 pN)$. This paper proposes an alternate instance of padding zeros to the data sequence that results in computational cost reduction to $O(pN \log_2 N)$. It has been noted that this modification can be used to achieve non-uniform upsampling that would zoom-in or zoom-out a particular frequency band. In addition, it may be used for pruning the spectrum, which would reduce resolution of an unimportant frequency band.

1. Introduction

Suppose we have a discrete time signal $x[n]$ for $0 \leq n < N$ and $N = 2^\alpha$ where $\alpha$ is an integer. The discrete Fourier transform (DFT) is used to transform the discrete time signal into discrete frequency domain. The classical Cooley-Tukey fast Fourier transform algorithm [1]-[3] for the computation of DFT has the computational cost of $O(N \log_2 N)$. Many techniques that reduce its complexity like higher-radix and split-radix algorithms [4, 5], pruning [6]-[13], block transforms [14], and slide transforms [15] can be employed. Zero padding at the tail of the discrete signal is carried out to improve the frequency resolution. This process is called spectral interpolation. Padding $(p-1)N$ zeros when $p > 1$ increases the computational cost of the FFT algorithm to $O(pN \log_2 pN)$. The classical FFT algorithm’s application to pruning and zooming are limited as non-uniform upsampling is not conveniently applicable.

This paper presents an alternate zero padding scheme to the standard practice of padding zeros at the tail of the data sequence, causing a reduction in the computational cost to $pN \log_2 (N)$ of the zero padded signal. The proposed zero padding scheme, can be used for non-uniform upsampling in the frequency domain. This facilitates zooming-in of frequency bands of interest. Similarly, the same algorithm can be adapted for the purpose of pruning.

This paper is organized as follows. The modified zero padding scheme and its application to the FFT algorithm is presented in Section 2. Section 3 describes ways in which the proposed scheme can be used to achieve pruning, zooming and non-uniform upsampling in the frequency domain.

2. Modified FFT Algorithm

2.1 Proposed Modification

The discrete Fourier transform for a complex data sequence of length $N$ is given by:

$$X[k] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi nk/N} \quad (1)$$

for $k = 0, \ldots, N-1$

There are many fast Fourier transform algorithms but we will discuss only the so called radix-2 decimation in time (DIT) variant of the FFT. Consider a signal with eight data points with eight zeros padded. Figure 1 shows levels in FFT.
There are \( \log_2(N) \) levels of the butterfly algorithm. Let \( l \) be an integer that represents the stage number of FFT algorithm such that \( 0 \leq l < \log_2(N) \). We call a stage as the lowest level stage \((l = 0)\) when the dimension of the matrix \( \Omega_0 \), representing constants and twiddle factors relating input sequence to output sequence, is minimum \((2 \times 2 \text{ in radix-2 DIT FFT})\) and the highest level \((l = \log_2(N) - 1)\) when the dimensions of the matrix \( \Omega_1 \) is maximum.

The lowest level stage matrix \( \Omega \) for DIT FFT algorithm is written as:

\[
\Omega(0) = \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}
\]  

(2)

As a specific case, if the lowest level sequence is padded with two zeros \((p = 2)\), then \( \Omega(0) \) will be:

\[
\Omega(0) = \begin{bmatrix}
1 & 1 \\
1 & -j \\
1 & -1 \\
1 & j
\end{bmatrix}
\]  

(5)

\( \Omega(0) \) is a \( 2p \times 2 \) matrix. Here the lowest level had two data points in the subset. If there are \( q \) data points in the lowest level matrix, the dimensions of \( \Omega(0) \) will be \( qp \times q \) - the generalization is easy and straightforward. \( \Omega(0) \) is generated by \( e^{-j\pi k/p} \) for \( 0 \leq k < 2p \) where \( k \) is an integer.

The generalized mathematical derivation for the suggested modification is shown in Appendix A.

**Example-1:** Consider the function \( x(t) \) as:

\[
x(t) = \cos(6\pi t) + \cos(2\pi t)
\]  

(6)

Signal is sampled at 10 Hz. The signal was 6.3 seconds long. Figure-3 shows the power spectral density (PSD) of the signal obtained with \( \Omega(0) \) of equation (5) and compared with the PSD of the same signal padded with equal number of zeros at the tail of the original signal.
2.2 Computational Cost

The Cooley-Tukey fast Fourier transform algorithm has a complexity/cost of $O(N \log_2 N)$. In fact, there are $\log_2 N$ stages of the FFT algorithm each with $O(N)$ computations. Consider a discrete time signal $x[n]$ where $0 \leq n < N = 2^\alpha$ and $\alpha$ is a positive integer. For improving the spectral resolution, zeros are appended to the signal. Suppose we pad $(p-1)N$ zeros where $p$ is a positive integer, greater than one. The number of stages in the FFT algorithm is now $\log_2(pN)$. Therefore, the computational cost of the algorithm is $pN \log_2(pN)$ each with $O(pN)$ computations. If the modification suggested in Section 2.1 is implemented where each subset has least possible number of samples then the number of stages would remain unchanged, i.e., $\log_2(N)$ stages with $O(pN)$ computations due to zero padding at this stage. Consequently, zero padding at the lowest stage reduces the computational cost by $O(pN \log[p])$.

3. Conclusions

When we are performing frequency-domain analysis, zoom FFT is useful for zooming in on a narrow frequency band. We can use zoom FFT to focus on a narrowband channel by performing only the calculations needed to obtain the FFT data in the frequency range of interest. For a large data size, we may use pruning to reduce the computational load.

As shown in Section 2, we can expand $\Omega(0)$ for a better spectral estimate. We can expand any $\Omega(l)$ at any stage of the algorithm. Expanding $\Omega(l)$ in a required particular fashion will yield non-uniform
upsampling. This is done when we are interested in spectrum of the signal in a particular frequency band. $\Omega(l)$ is squeezed when we are not interested in some frequency band.

Suppose some of the twiddle factors had very small magnitude, then the corresponding branches of the butterfly operations could be dropped (pruned) to reduce complexity. Thus, we can squeeze $\Omega(l)$ for pruning. Various pruning techniques can still be applied after this modification.

It is obvious that computational cost has been reduced by a factor of $O(pN\log_2[p])$. Moreover, the proposed method can be used for pruning and non-uniform upsampling in the frequency domain.
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Appendix – A

Consider $a_n = \{x_0, x_1, x_2, \ldots, x_7\}$

$$\sum_{n=0}^{7} a_n e^{-j\pi 2^n \frac{2n}{8}} = \sum_{n=0}^{3} a_{2n} e^{-j\pi \frac{2n}{8}} + e^{-j\frac{\pi}{4}} \sum_{n=0}^{3} a_{2n+1} e^{-j\pi \frac{2n}{8}}$$
Now we suppose that two zeros are padded. So changing the summands with four point DFT and also changing the twiddle factors in equation (A-1),

\[
\sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{4} nk} + e^{-j \frac{\pi}{4}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{4} nk} = \sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{8} nk} + e^{-j \frac{\pi}{8}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{8} nk}
\]

\[
\sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{4} nk} + e^{-j \frac{\pi}{4}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{4} nk} = \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk} + e^{-j \frac{\pi}{8}} \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk}
\]

Now we suppose that two zeros are padded. So changing the summands with four point DFT and also changing the twiddle factors in equation (A-1),

Now we suppose that two zeros are padded. So changing the summands with four point DFT and also changing the twiddle factors in equation (A-1),

\[
\sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{4} nk} + e^{-j \frac{\pi}{4}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{4} nk} = \sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{8} nk} + e^{-j \frac{\pi}{8}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{8} nk}
\]

\[
\sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{4} nk} + e^{-j \frac{\pi}{4}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{4} nk} = \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk} + e^{-j \frac{\pi}{8}} \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk}
\]

\[
\sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{4} nk} + e^{-j \frac{\pi}{4}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{4} nk} = \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk} + e^{-j \frac{\pi}{8}} \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk}
\]

\[
\sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{4} nk} + e^{-j \frac{\pi}{4}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{4} nk} = \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk} + e^{-j \frac{\pi}{8}} \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk}
\]

\[
\sum_{n=0}^{N} b_n e^{-j \frac{2\pi}{4} nk} + e^{-j \frac{\pi}{4}} \sum_{n=0}^{N} c_n e^{-j \frac{2\pi}{4} nk} = \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk} + e^{-j \frac{\pi}{8}} \sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{8} nk}
\]

This is DFT of eight data point DFT with eight zeros padded at the end. We generalize the results of equation (A-2) as:

\[
\sum_{n=0}^{N} a_n e^{-j \frac{2\pi}{Np} nk} = \sum_{n=0}^{N} a_{even} e^{-j \frac{2\pi}{Np/2} nk} + e^{-j \frac{\pi}{Np/2}} \sum_{n=0}^{N} a_{odd} e^{-j \frac{2\pi}{Np/2} nk}
\]


where \( a_n = \{x_0, x_1, x_2, \ldots, x_{N-1}\} \). This relationship is used recursively.